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ABSTRACT
Recommendation systems (RS) are crucial for alleviating the infor-
mation overload problem. Due to its pivotal role in guiding users
to make decisions, unscrupulous parties are lured to launch at-
tacks against RS to affect the decisions of normal users and gain
illegal profits. Among various types of attacks, shilling attack is
one of the most subsistent and profitable attacks. In shilling at-
tack, an adversarial party injects a number of well-designed fake
user profiles into the system to mislead RS so that the attack goal
can be achieved. Although existing shilling attack methods have
achieved promising results, they all adopt the attack paradigm of
multi-user injection, where some fake user profiles are required.
This paper provides the first study of shilling attack in an extremely
limited scenario: only one fake user profile is injected into the vic-
tim RS to launch shilling attacks (i.e., single-user injection). We
propose a novel single-user injection method SUI-Attack for invisi-
ble shilling attack. SUI-Attack is a graph based attack method that
models shilling attack as a node generation task over the user-item
bipartite graph of the victim RS, and it constructs the fake user
profile by generating user features and edges that link the fake
user to items. Extensive experiments demonstrate that SUI-Attack
can achieve promising attack results in single-user injection. In
addition to its attack power, SUI-Attack increases the stealthiness
of shilling attack and reduces the risk of being detected. We provide
our implementation at: https://github.com/KDEGroup/SUI-Attack.

CCS CONCEPTS
• Security and privacy → Web application security; • Infor-
mation systems→ Recommender systems.
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1 INTRODUCTION
With the rapid development of information technology, we are
facing a huge growth of available information, causing the infor-
mation overload problem [3]: it is difficult to effectively make deci-
sions when facing too much information. Recommender systems
(RS) are an essential tool to alleviate information overload and
have been widely deployed in e-commerce platforms (e.g., Ama-
zon and Taobao) and content-providing platforms (e.g., TikTok and
YouTube), bringing massive revenue [59].

However, the prevalence of RS has also attracted unscrupulous
parties [11]. They try to attack RS to can gain illegal profits. Among
various attack types, shilling attack is one of the most subsistent and
profitable attacks against RS [50]. In shilling attack, an adversarial
party injects a number of well-designed fake user profiles into the
system to mislead RS so that the attack goal can be achieved [11,
18, 47]. One main attack goal is to promote a target item: increase
the possibility that the target item can be viewed/bought by people.
Studying how to spoof RS has become a hot direction in the RS
community as it gives insights into improving the defense against
malicious attacks [64].

Much effort has been devoted to designing shilling attack meth-
ods. Pioneering works (e.g., Random Attack [5], Bandwagon At-
tack [4] and Segment Attack [5]) mainly adopt heuristics [18]. Re-
cently, based on the idea of adversarial attack [62], a great number of
shilling attack approaches have sprung up, including but not limited
to optimization based methods [50], GAN based methods [36, 37],
reinforcement learning based methods [48], knowledge distillation
based methods [63] and pre-training based methods [64]. Existing
methods all adopt the same attack paradigm: inject some fake user
profiles into the victim RS. We name such an attack paradigmmulti-
user injection. As more injected fake user profiles typically improve
the attack performance but increase the risk of being detected, the
number of the injected fake user profiles is typically not large, e.g.,
50.

Although existing shilling attack methods have achieved promis-
ing attack performance [11], they all assume there is a trade-off
between the number of fake users and the performance of the at-
tack. To our best knowledge, no work has studied and answered a
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critical question about shilling attack: How many fake user profiles
are required to launch a successful shilling attack? In this paper, we
study shilling attack in an extremely limited scenario: only one fake
user profile is injected into the victim RS to launch shilling attacks
(i.e., single-user injection). Adversarial attacks against different AI
models in the extremely restricted settings (e.g., one-pixel attack in
image classification [49] and single-node attack against Graph Neu-
ral Networks [16, 51]) have attracted considerable attention since
they unveil the severe vulnerability of AI models: adversary can
hoax the model with minimum effort. Single-user attacks against
RS, if possible, will result in the virtually undetectable attack as it
is extremely difficult to identify the only fake user from plenty of
real users.

In this paper, we propose a novel single-user injection method
for invisible shilling attack against RS (i.e., SUI-Attack). SUI-Attack
is a graph based attack method that models shilling attack as a node
generation task over the user-item bipartite graph of the victim
RS. SUI-Attack contains two phases: feature generation and edge
generation. The feature generation phase aims to produce toxic
fake user features that can guide the generation of edges that are
connected to the fake user. The edge generation phase connects
the fake user to items in the user-item bipartite graph to ensure the
injected fake user can affect the victim RS, and it is equivalent to
filling the fake user profile with interaction history in contemporary
shilling attack approaches. The contributions of this work can be
summarized as follows:

• We propose the idea of single-user injection. As far as we
know, this is the first work to study shilling attacks in the
extremely restricted scenario.

• We design a novel single-user injection method SUI-Attack,
increasing the stealthiness of shilling attacks and reducing
the risk of being detected. SUI-Attack models the single-
user injection task over the user-item bipartite graph and
constructs the fake user profile by generating its user features
and edges that link the fake user to items.

• We conduct extensive experiments to demonstrate that SUI-
Attack can achieve promising attack results in single-user
injection. In other words, shilling attacks against RS with
single-user injection is achievable. Furthermore, in the tradi-
tional multi-user injection setting, SUI-Attack is shown to be
effective and can cause comparable attack results compared
to existing shilling attack methods, showing its flexibility in
shilling attacks.

The remaining parts of this paper are organized as follows: Sec-
tion 2 provides the background knowledge of this work. We de-
scribes the details of SUI-Attack in Section 3. Experimental results
and analysis are presented in Section 4. Section 5 introduces the
related work of this study. Section 6 concludes this work.

2 BACKGROUND
In this section, we first provide some background knowledge of
shilling attack and the extremely restricted setting of shilling attack
(i.e., single-user injection) that we consider in this paper.

Attack Goal: There are two types of shilling attack: promotion
attack and nuke attack [18, 47]. Through injecting several fake user
profiles into the target RS (i.e., the victim RS), promotion attack

aims to improve the ranking of the target item in a user’s recom-
mendation list. The goal of nuke attack is opposite to promotion
attack and it can be easily achieved by reversing the goal of the
promotion attack. Hence, for simplicity, we focus on the promotion
attack in this paper.

After a successful shilling attack, the target item should appear
in as many users’ recommendation lists as possible while the overall
recommendation performance of the system is not affected [28]. In
addition to the traditional settings of shilling attack, in this paper,
we impose an extremely restricted constraint on shilling attack and
study the single-user-injection shilling attack: the attacker only
inject one fake user profile to spoof RS.

Attack Knowledge: We consider the most common setting of at-
tack knowledge used by the existing studies of shilling attack [9, 36].
The attackers do not have prior knowledge of the model architec-
ture of the victim RS. They cannot access the parameters of the
victim RS model as well as the gradients during training. However,
attackers can access the most basic user-item historical data of the
victim RS, i.e., user-item ratings. User-item ratings in many RS (e.g.,
Amazon) are publicly accessible and can be crawled by attackers.

Attack Capabilities: Typically, a more powerful shilling attack
requires injecting more fake user profiles, making the attack more
perceptible to the system. Therefore, the number of fake user pro-
files and the number of maximum interacted items in each fake
user profile are limited to 𝑏𝑢𝑠𝑒𝑟 and 𝑏𝑖𝑡𝑒𝑚 (i.e., the budget), respec-
tively. Note that, in the setting of single-user injection studied in
this paper, 𝑏𝑢𝑠𝑒𝑟 is set to 1. However, we still report the case when
𝑏𝑢𝑠𝑒𝑟 > 1 so that SUI-Attack can be compared to other shilling
attack methods in the traditional multi-user injection setting.

3 OUR METHOD SUI-ATTACK
In this section, we illustrate the details of our proposed SUI-Attack.

3.1 Overview
We model the single-user-injection attack as a node generation
process over the user-item bipartite graph. The target is to generate
a fake user node that can be used to guide the construction of
the fake user profile for injection. The user-item bipartite graph,
where each edge between a user node and an item node indicates an
historical user-item interaction and edge weights denote interaction
features like ratings, is commonly used to model RS.

SUI-Attack uses two phases, feature generation and edge gener-
ation, to generate the fake user profile, including its user features
and edges connecting the fake user and items on the bipartite graph,
for single-user-injection attack.

3.2 Feature Generation
User features (e.g., statistics of historical ratings), which are typi-
cally used to initialize the embedding layer in RS models, are an
important source for RS to model user preferences. Attackers can
also leverage user features to guide the construction of the fake
user profile. However, unlike real users, the fake user does not have
features as it does not have real interaction history. Feature genera-
tion phase aims to generate fake user’s node features with strong
toxicity that can guide the subsequent edge generation phase to
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generate destructive user-item interactions for the fake user to hoax
RS. Note that user features in fake user profile construction are not
the same as user features modeled by the victim RS. The latter are
unacquirable for attackers as they cannot access the details of the
victim RS model.

3.2.1 Selection of Node Features. As different RS may have their
own designed user/item features, we choose to adopt 10 prevalent
RS features [41, 56] that rely on the intrinsic information of the
user-item bipartite graph and do not require specific user or item
information (e.g., user demographics and item descriptions). This
way, SUI-Attack is not limited to specific feature designs and can be
applied to different RS. The definitions of the ten chosen features
are as follows:

(1) Rating Deviation from Mean Agreement (RDMA) mea-
sures the average deviation of a user’s ratings from the mean
agreement for a set of target items:

RDMA𝑢 =

∑
𝑖∈𝑁 (𝑢 )

|𝑟𝑢,𝑖−𝑟𝑖 |
𝑀𝑖

|𝑁𝑢 |
, (1)

where 𝑁𝑢 is the items that user 𝑢 has rated, |𝑁𝑢 | is the
number of items in 𝑁𝑢 (i.e., profile size), 𝑀𝑖 is the number
of ratings received by the item 𝑖 , 𝑟𝑢,𝑖 denotes the ratings
given by user 𝑢 on item 𝑖 , and 𝑟𝑖 denotes the mean rating of
item 𝑖 . The reciprocal of the number of ratings for each item
(𝑀𝑖 ) is used as a weight since items with more ratings are
more likely to be rated accurately and the weights of their
deviations should be reduced.

(2) Length Variance (LengthVar): LengthVar measures the
variance of the number of interactions in a user’s profile (i.e.,
profile size) and it is defined as follows:

LengthVar𝑢 =
|𝑁𝑢 | − ¯|𝑁 |∑

𝑗∈𝑈 ( |𝑁 𝑗 | − |𝑁𝑢 |)2 , (2)

where 𝑈 indicates the user set in RS and ¯|𝑁 | is the average
profile size in RS.

(3) Filler Mean Variance (FMV): FMV measures the deviation
of a user’s rating in a hypothesized filler partition from the
mean rating for each item. The hypothesized filler partition
contains randomly sampled items. We sample at most 50
items for each user profile as the hypothesized filler partition.
Then, FMV is defined as:

FMV𝑢 =
1

|𝐻𝑢 |
∑︁
𝑖∈𝐻𝑢

(𝑟𝑢,𝑖 − 𝑟𝑖 )2, (3)

where 𝐻𝑢 is the hypothesized filler partition in the user
profile of 𝑢 and |𝐻𝑢 | indicates the number of items in 𝐻𝑢 .

(4) Filler Average Correlation (FAC) measures the correla-
tion between the rating of an item in the hypothesized filler
partition of a user profile and the item’s average rating:

FAC𝑢 =

∑
𝑖∈𝐻𝑢

(𝑟𝑢,𝑖 − 𝑟𝑖 )√︃∑
𝑗∈𝐻𝑢

(𝑟𝑢,𝑗 − 𝑟 𝑗 )2
. (4)

(5) Mean Variance (MeanVar) calculates the average variance
between the items in the hypothesized filler partition and

their average ratings:

MeanVar𝑢 =

∑
𝑖∈𝐹𝑢 (𝑟𝑢,𝑖 − 𝑟𝑢 )

2

|𝐹𝑢 |
, (5)

where 𝐹𝑢 contains all the items that user 𝑢 did not give the
maximal rating score 𝑟max. For example, 𝑟max is 5 in a five-
scale rating system. 𝑟𝑢 indicates the average rating of all
ratings given by 𝑢.

(6) Filler Mean Target Difference (FMTD) quantifies the dis-
crepancy between the maximal rating score 𝑟max and rating
scores provided by user 𝑢 that are not maximal:

FMTD𝑢 =

����∑𝑖∈𝑀𝑢
𝑟max

|𝑀𝑢 |
−
∑
𝑘∈𝐹𝑢 𝑟𝑢,𝑘
|𝐹𝑢 |

���� , (6)

where𝑀𝑢 indicates the items that 𝑢 gave the maximal rating
score 𝑟max.

(7) Filler Size with Total Items (FSTI) is the percentage of a
user’ profile size over the number of items in the RS:

FSTI𝑢 =
|𝑁𝑢 |
|𝐼 | , (7)

where 𝐼 is the item set in RS.
(8) Filler Size with Popular Items in Itself (FSPII) is the

percentage of most popular items that a user has rated over
the profile size:

FSPII𝑢 =

∑
𝑖∈𝐼𝑝 I1 (𝑢, 𝑖)

|𝑁𝑢 |
(8)

where𝑉𝑝 is the most popular items in RS and we define it as
the top 5% most popular items (with many interactions) in
RS. I1 (𝑢, 𝑖) is 1 if user 𝑢 has rated item 𝑖; otherwise 0.

(9) Filler Size with Maximum Rating in Itself (FSMAXRI)
indicates the percentage of the times that a user 𝑢 gave the
maximal rating score over 𝑢’s profile size:

FSMAXRI𝑢 =

∑
𝑖∈𝑁𝑢

I2 (𝑟𝑢,𝑖 , 𝑟max)
|𝑁𝑢 |

, (9)

where the indicator I2 (𝑟𝑢,𝑖 , 𝑟max) is 1 if 𝑟𝑢,𝑖 equals 𝑟max; oth-
erwise 0.

(10) Filler Size with Average Rating in Itself (FSARI) indi-
cates the percentage of the times that a user 𝑢 gave the
average rating score over 𝑢’s profile size:

FSARI𝑢 =

∑
𝑖∈𝐼 I3 (𝑟𝑢,𝑖 , 𝑟avg)

|𝑁𝑢 |
(10)

where 𝑟avg is the global average score in RS. The indicator
I3 (𝑟𝑢,𝑖 , 𝑟avg) is 1 if the floor or the ceiling of 𝑟avg equals 𝑟𝑢,𝑖 ;
otherwise 0.

Note that, although we illustrate the definitions of the selected
features from user side, they can be used as both user features and
item features. Based on the selected features, for each user/item,
we construct a normalized 10-dimensional feature vector x.

3.2.2 Generate Toxic Fake User Features. Given features of real
users and items, the next step is to generate toxic fake user features
that can guide the edge generation to fill the fake user profile with
user-item interaction data. To this end, SUI-Attack adopts the idea of
reconstruction: train a graph encoder by predicting the features of
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some masked real users and items, and then use the graph encoder
to predict the features of the fake user.

Specifically, SUI-Attack first maps features of real users and
items into high dimensional representation spaces via a two-layer
feedforward neural network:

p = W2 · LeakyRELU(W1x), (11)

where x is the feature vector of a user or an item,W1 andW2 are
trainable parameters.

Then, SUI-Attack uses a multi-relation graph convolution layer
to aggregate information of neighboring nodes and update repre-
sentations for each user in the user-item bipartite graph:

q𝑢 =

2∑︁
𝑟=1

∑︁
𝑣∈N𝑟 (𝑢 )

W𝑟p𝑣√︁
|N𝑟 (𝑢) | · |N𝑟 (𝑣) |

h𝑢 = LeakyRELU
(
W1 · LeakyRELU(q𝑢 )

) (12)

where N𝑟 (𝑢) indicates the neighboring node of 𝑢 w.r.t. to edge
type 𝑟 and there are two types of edges (user→item edges and
item→user edges). SUI-Attack uses a similar aggregation process
for updating item representations.

Next, SUI-Attack randomly masks some real user and item nodes
and reconstructs the masked features. SUI-Attack uses a two-layer
MLP for the feature reconstruction:

x̂ = W(𝑟𝑒𝑐 )
2 · 𝜎

(
W(𝑟𝑒𝑐 )

1 h
)
, (13)

whereW(𝑟𝑒𝑐 )
1 andW(𝑟𝑒𝑐 )

2 are trainable parameters. Suppose that
the masked user set is 𝑈𝑚 and the masked item node set is 𝑉𝑚 , the
following reconstruction loss is used for feature reconstruction:

Lrecon =
1

|𝑈𝑚 |
∑︁

𝑢∈𝑈𝑚

| |x𝑢 − x̂𝑢 | |2 +
1

|𝑉𝑚 |
∑︁
𝑣∈𝑉𝑚

| |x𝑣 − x̂𝑣 | |2, (14)

where x𝑢 is the features of user 𝑢 ∈ 𝑈𝑚 and x̂𝑢 is the reconstructed
features of𝑢. Similar notations x𝑣 and x̂𝑣 are used for reconstructing
item features.

Through reconstruction, the graph encoder is empowered by
the capability to encode topological and feature information of the
bipartite graph containing real users and items, and it can be used to
generate features for the fake user. We initialize the feature vector
x𝑧′ of the fake user 𝑧′ as zero vector and use SUI-Attack to predict
x̂𝑧′ (Equation 13) as fake user features. However, the generated
features for the fake user do not convey toxicity and cannot guide
the edge generation to fulfill the attack goal. Therefore, we further
adopt the idea of influence functions [25], a classic technique from
robust statistics [10] that has shown promising results in determin-
ing the importance of a training sample in RS [58], to endow the
generated features of the fake user with destructive power.

To be specific, influence functions show how the model parame-
ters change as we upweight a training sample by an infinitesimal
amount. For a training sample 𝑧, if it is upweighted by a small value
𝜖 , the changed parameter 𝜃𝜖,𝑧 can be defined as:

𝜃𝜖,𝑧
def
= arg min

𝜃

1
𝑛

𝑛∑︁
𝑖=1

LRS (𝑧𝑖 , 𝜃 ) + 𝜖LRS (𝑧, 𝜃 ), (15)

where L(·)RS indicates the training loss of RS and 𝑛 is the number
of samples. Then, the influence of upwerighting 𝑧 on the parameter

is given by:

Iup,params (𝑧)
def
=
𝑑𝜃𝜖,𝑧

𝑑𝜖
|𝜖=0 = −𝐻−1

𝜃
∇𝜃LRS (𝑧, 𝜃 ), (16)

where 𝐻−1
𝜃

= 1
𝑛

∑𝑛
𝑖=1 ∇𝜃LRS (𝑧, 𝜃 ) is the Hessian matrix of LRS.

Based on Eq. 16, Koh and Liang [25] derivate that the influence of
upweighting 𝑧 on a test sample 𝑧test has a closed-form expression:

Iup,loss (𝑧, 𝑧𝑡𝑒𝑠𝑡 ) = −∇𝜃L(𝑧𝑡𝑒𝑠𝑡 , 𝜃 )𝑇𝐻−1
𝜃

∇𝜃LRS (𝑧, 𝜃 ) . (17)

We use Equation 17 to pre-compute the influence scores of all
real users. We then use a three-layer feedforward neural network
as an influence predictor IP(·). Given the feature vector 𝑥𝑧 of a real
user 𝑧, the influence predictor is trained to predict the influence
score of 𝑧 by minimizing the gap (mean squared error) between the
true influence score and the predicted influence score.

In summary, the optimization objective for generating toxic fake
user features can be formulated as:

Lfeat = Lrecon − IP(𝑥𝑧′ ) . (18)

Minimizing the loss function in Equation 18 trains SUI-Attack to
reconstruct node features more accurately and maximizing the
influence of the fake user 𝑧′ at the same time.

3.3 Edge Generation
An essential step in contemporary shilling attack approaches is
filling the fake user profile with interaction history. This step is
equivalent to connecting the fake user node with items in the user-
item bipartite graph which ensures the fake user profile can affect
the recommendation of the RS on the target item.

Specifically, we use the generated features of the fake user profile
to guide the generation of edges. We first project the predicted fake
user features (Equation 11) and the features of candidate items (i.e.,
the ten selected RS features) through a single layer feedforward
neural network in order to project them to the same space:

q𝑧′ = Wedgex̂𝑧′ , q𝑗 = Wedgex𝑗 (19)

where Wedge is trainable parameters and 𝑗 is a candidate item. We
choose the 2-hop item neighbors of the target item as the candi-
date items. Candidate items and the target item were interacted by
same real users in the past. According to the idea of co-visitation
attack [61], these candidate items can affect whether the target item
can be recommended after shilling attack. To avoid being easily
detected, we additionally add 𝑠 sampled popular items into the
candidate set.

Then, we calculate the probability of connecting the fake user to
each candidate item by measuring the the cosine similarity between
q𝑧′ and q𝑗 . The resulting probability distribution o ∈ R𝑏item contains
probabilities of all the candidate items. Next, our target is to choose
top-𝑏item candidate items with the highest probabilities. To address
the discretization issue of the network, we employ the Gumbel-
Top-K technique. It is an extension of the Gumbel-Max trick for
sampling from a categorical distribution. The Gumbel-Max trick is
a method that adds independent and identically distributed (i.i.d.)
Gumbel noise to the log-probabilities of each category and selects
the category with the highest sum of log-probability and Gumbel
noise [13, 22]. The Gumbel-Top-k trick extends this method to
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sample 𝑘 elements without replacement. For 𝜀 ∼ Uniform(0, 1),
Gumbel-Softmax is defined as:

Gumble-Softmax(o)𝑖 =
exp( (log(𝑜𝑖 )+𝑔𝑖 )

𝜏 )∑𝑐
𝑗=1 exp( (log(𝑜 𝑗 )+𝑔𝑗 )

𝜏 )
, (20)

where𝑚 is the size of the candidate item set. where the parameter
𝜏 > 0 represents the annealing factor that determines how close
the output result is to the one-hot form. A smaller 𝜏 value leads to
a more one-hot-like output, but may cause a more severe gradient
vanishing problem. 𝑜𝑖 is the 𝑖-th dimension in o. The Gumbel dis-
tribution 𝑔𝑖 = − log(− log 𝜀𝑖 ) and it brings exploration to the edge
selection process. And we can further use 𝛼 to control the strength
of exploration:

Gumble-Softmax(o, 𝜖)𝑖 =
exp( (log(𝑜𝑖 )+𝛼 ·𝑔𝑖 )

𝜏 )∑𝑛
𝑗=1 exp( (log(𝑜 𝑗 )+𝛼 ·𝑔𝑗 )

𝜏 )
. (21)

The Gumbel-Top-K function for edge generation can be formulated
as follow:

𝐺 (o) =
𝑏item∑︁
𝑖=1

Gumble-Softmax(o ⊙ mask𝑖 , 𝛼)𝑖 , (22)

where mask𝑖 filters out the selected edges so that they are not cho-
sen again in subsequent iterations. Note that the resulting vector
is sharp but not strictly discrete, which facilitates the training pro-
cess [51]. In the test phase, we enforce a hard threshold 𝑒 on the
vector to choose edges that connect to the fake user.

3.4 Optimization
We inject the generated fake user node into the user-item bipartite
graph to launch shilling attacks. We design the following attack loss
to endow the generated fake user with strong destructive power:

L𝑎𝑑𝑣 (𝑋, 𝜃 ) = −
∑︁
𝑢∈U

𝑙𝑜𝑔(
𝑒𝑥𝑝 (𝑟𝑢,𝑡 )∑
𝑗∈I 𝑒𝑥𝑝 (𝑟𝑢,𝑗 )

), (23)

where 𝑡 indicates the target item. Equation 23 shows the attack goal
of promotion shilling attack: hoax RS and mislead RS to rank the
target item higher than other items when making recommendation.

In summary, the complete objective of SUI-Attack is:

L = Ladv + Lfeat = Ladv + Lrecon − IP(𝑥𝑧′ ). (24)

And SUI-Attack can be optimized using gradient descent based
methods like Adam [24]. When the optimization of SUI-Attack
finishes, we can construct a fake user in the victim RS and fill
the fake user profile with some user-item interactions guided by
the generated edges from SUI-Attack. Then, the victim RS will
be affected by the injected fake user and the attack goal can be
achieved.

4 EXPERIMENT
In this section, we present the experimental results and analysis.

4.1 Experimental Settings
4.1.1 Dataset. To demonstrate the effectiveness of our method, we
conducted experiments on three public datasets Automotive1, Tools
1https://github.com/XMUDM/ShillingAttack

Table 1: Statistics of datasets

Dataset Users Items Interactions Sparsity
Automotive 2,928 1,835 20,473 99.62%

T & HI 1,208 8,491 28,396 99.72%
Last.fm 1,892 12,523 186,479 99.21%

& Home Improvement (T & HI)1 and Last.fm2 that are widely used
in previous studies of shilling attacks and RS [7, 36, 37]. Table 1
provides the statistics of the data. We randomly choose 5 items
from each dataset as the target items.

4.1.2 Baselines. We compare SUI-Attack with traditional shilling
attack methods Random Attack [5], Bandwagon Attack [4] and Seg-
ment Attack [5], and state-of-the-art deep learning based methods,
including TrialAttack [58], AUSH [36] and LegUP [37]. We use the
implementation3 provided by the original authors for TrialAttack.
For other methods, we use the implementations1 provided by Lin
et al. [37]. We follow the recommended settings of each method.

4.1.3 Victim RS. We conduct shilling attacks against prevalent
RS including traditional recommendation models (ItemCF [43]
and WMF [21]) and deep learning based recommendation models
(NGCF [55], VAE [35], ItemAE [44], LightGCN [19] and NCF [20]).
We refer to their original papers for parameter settings.

4.1.4 Evaluation Metric. We adopt Hit Ratio (HR@𝑘), a metric that
is widely used to evaluate the performance of shilling attack [58]. It
indicates the fraction of users for whom the top-𝑘 recommendation
list after the attack contains the target item. We set 𝑘 to 50 in our
experiments.

4.1.5 Parameter Settings. In feature generation, we randomly mask
10% of nodes for recovery, the candidate items are 2-hop neigh-
boring items of the target item and the 5% items (i.e., 𝑠) sampled
from the top 10% popular items in the RS. In edge generation, we
set 𝑒 = 0.85 to choose the edges that connect to the fake user.
In addition to testing the performance when injecting only one
fake user, we also analyze the results when multiple fake users
are injected into the RS so that SUI-Attack can be compared to
contemporary shilling attack methods, and we set the number of
fake users (𝑏𝑢𝑠𝑒𝑟 ) to 50 in multi-user injection. Fake user(s) in both
single-user injection and multi-user injection connect to 50 (𝑏𝑖𝑡𝑒𝑚)
items at most. We set the training epoch to 64 and batch size to 32.
The learning rate is set to 5e-4 and we adopt cosine decay learning
rate scheduler. We use gradient normalization and the max norm
is set to 1.0. For the graph encoder, we apply a dropout layer to
the input of a GCN layer with a dropout rate of 0.5. The hidden
size of the graph encoder is set to 250. We select LeakyReLU as the
non-linear activate function with the negative slope being 0.1.

4.2 Performance of Shilling Attack
Table 2 presents the results of our method and the baseline models,
and the best results are shown in bold. The value on the left side
of the slash indicates HR@50 of single-user injection using each
method. For single-user injection, baselines are modified to inject
2https://grouplens.org/datasets/hetrec-2011
3https://github.com/ustcml/TrialAttack

https://github.com/XMUDM/ShillingAttack
https://grouplens.org/datasets/hetrec-2011
https://github.com/ustcml/TrialAttack
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Table 2: Attack performance (HR@50) of different attack methods against different victim RS. The left side of the slash is the
attack performance for single-user injection, and the right side is the attack performance for multi-user injection. Best results
of single-user injection and multi-user injection are shown in bold.

Dataset Victim RS Shilling Attack Methods
Random Segment Bandwagon TrialAttack AUSH LegUP SUI-Attack ratio 1 ratio 2 ratio 3 ratio 4

ItemCF 0.010/0.207 0.000/0.126 0.000/0.122 0.042/0.295 0.012/0.172 0.040/0.253 0.194/0.262 0.658 4.620 0.740 0.888
WMF 0.000/0.063 0.000/0.020 0.000/0.024 0.000/0.081 0.004/0.046 0.000/0.050 0.007/0.062 0.086 1.750 0.113 0.765
NGCF 0.001/0.093 0.001/0.090 0.001/0.102 0.000/0.071 0.002/0.090 0.000/0.101 0.076/0.092 0.745 38.00 0.826 0.902

T & HI VAE 0.203/0.762 0.174/0.826 0.000/0.811 0.103/0.992 0.241/0.962 0.227/0.931 0.636/0.937 0.641 2.639 0.679 0.945
ItemAE 0.014/0.234 0.001/0.143 0.000/0.174 0.004/0.281 0.082/0.145 0.002/0.268 0.168/0.192 0.598 2.049 0.875 0.683

LightGCN 0.000/0.027 0.000/0.048 0.000/0.151 0.000/0.039 0.000/0.053 0.000/0.037 0.023/0.034 0.433 +∞ 0.676 0.225
NCF 0.301/0.883 0.193/0.717 0.163/0.783 0.265/0.690 0.317/0.804 0.187/0.824 0.481/0.862 0.545 1.517 0.545 0.976

ItemCF 0.000/0.201 0.002/0.112 0.000/0.109 0.003/0.211 0.003/0.191 0.012/0.227 0.117/0.208 0.555 9.750 0.563 0.916
WMF 0.001/0.104 0.010/0.090 0.010/0.163 0.095/0.201 0.020/0.182 0.012/0.155 0.118/0.192 0.587 1.242 0.615 0.955
NGCF 0.084/0.382 0.067/0.287 0.051/0.248 0.145/0.451 0.102/0.414 0.094/0.414 0.092/0.447 0.204 0.634 0.206 0.991

Last.FM VAE 0.132/0.441 0.117/0.372 0.163/0.215 0.128/0.768 0.192/0.537 0.118/0.854 0.494/0.683 0.578 2.573 0.578 0.800
ItemAE 0.029/0.174 0.010/0.027 0.000/0.084 0.004/0.166 0.002/0.157 0.000/0.147 0.087/0.162 0.524 3.000 0.537 0.931

LightGCN 0.075/0.182 0.010/0.167 0.020/0.138 0.076/0.314 0.091/0.382 0.083/0.403 0.266/0.376 0.660 2.923 0.707 0.933
NCF 0.275/0.541 0.208/0.462 0.164/0.491 0.197/0.827 0.262/0.862 0.232/0.817 0.477/0.835 0.553 1.735 0.571 0.969

ItemCF 0.042/0.201 0.018/0.184 0.000/0.154 0.066/0.324 0.067/0.297 0.087/0.313 0.204/0.307 0.630 2.345 0.664 0.948
WMF 0.019/0.286 0.027/0.439 0.000/0.337 0.082/0.294 0.044/0.438 0.018/0.398 0.213/0.441 0.483 2.598 0.483 1.005
NGCF 0.010/0.124 0.000/0.145 0.001/0.119 0.000/0.096 0.051/0.148 0.104/0.140 0.087/0.123 0.588 0.836 0.707 0.831

Automotive VAE 0.030/0.073 0.010/0.103 0.000/0.096 0.010/0.084 0.010/0.172 0.082/0.117 0.091/0.125 0.529 1.110 0.728 0.727
ItemAE 0.020/0.320 0.010/0.176 0.002/0.208 0.020/0.321 0.008/0.311 0.091/0.310 0.255/0.322 0.792 2.802 0.792 1.003

LightGCN 0.001/0.141 0.002/0.136 0.000/0.137 0.025/0.184 0.018/0.152 0.047/0.188 0.162/0.191 0.849 3.447 0.848 1.016
NCF 0.082/0.503 0.070/0.515 0.002/0.544 0.112/0.808 0.104/0.762 0.142/0.774 0.376/0.811 0.464 2.648 0.464 1.004

only one fake user. We also list the results of multi-user injection in
the right side of the slash for a comparison. We provide four types
of ratio in Table 2 for better illustrating the results:

(1) Ratio 1 indicates the percentage of the performance of SUI-
Attack in single-user injection over the performance of the
best baseline in multi-user injection. For example, the ratio
1 for ItemCF on T & HI is 0.194/0.295=0.658.

(2) Ratio 2 represents the percentage of the single-user-injection
performance of SUI-Attack over the single-user-injection
performance of the best baseline. For example, the ratio 2
for ItemCF on T & HI is 0.194/0.042=4.620.

(3) Ratio 3 shows the percentage of single-user-injection perfor-
mance over multi-user-injection performance of SUI-Attack.
For example, the ratio 3 for ItemCF on T&HI is 0.194/0.262=0.740.

(4) Ratio 4 is the percentage of the performance of SUI-Attack
in multi-user injection over the performance of the best
baseline in multi-user injection. For example, the ratio 4 for
ItemCF on T & HI is 0.262/0.295=0.888.

From Table 2, we have the following findings:

(1) Considering ratio 1, we can also see that SUI-Attack which
injects only one fake user can generally achieve at least
half of the attack performance of the best baseline in multi-
user injection, and in some cases ratio 1 can even exceed
0.7. The observation is encouraging and we find that even
injecting only one fake user can severely mislead the RS to
recommend the target item. Hence, for some RSwhere defense
mechanisms are deployed, SUI-Attack can effectively affect
the RS without causing alarm.

(2) From ratio 2 shown in Table 2, we can observe that, in almost
all cases, SUI-Attack outperforms baselines by a large margin

for single-user injection, suggesting the superiority of SUI-
Attack in single-user injection. The results also demonstrate
that shilling attack methods without tailored designs for
single-user injection cannot function well in this challenging
setting.

(3) When more fake users are injected, we can find that the
attack performance of SUI-Attack increases (see ratio 3 in Ta-
ble 2) and SUI-Attack can achieve comparable or even better
performance than contemporary shilling attacks (see ratio 4
in Table 2). Therefore, SUI-Attack, which is not specifically
designed for the traditional shilling attack setting, can work
well in multi-user injection, indicating its high flexibility.

4.3 Attack Invisibility
Compared to other shilling attack methods, SUI-Attack should be
most difficult to detect as it only injects one fake user, the minimum
injection for shilling attack, into the victim RS. Still, we investigate
the invisibility of SUI-Attack following the study method used by
existing shilling attack works [36, 37, 64] in this section.

4.3.1 Attack Detection. Weuse an unsupervised attack detector [71]
to identify the fake user profiles generated by different attack mod-
els and report the precision and recall on Automotive in Figure 1.
Since single-user injection is too difficult to detect, we report the
detection results of multi-user injection for SUI-Attack. Lower pre-
cision and recall imply that the attack method is more imperceptible.
The results show that, compared to other attack methods, it is more
difficult to detect the fake users generated by SUI-Attack.

4.3.2 Fake User Distribution. To further study the invisibility of
SUI-Attack, we visualize the users’ representations using the t-SNE
projection [52]. Note that we visualize the representation space in
the multi-user injection as it is meaningless to visualize a single
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Figure 1: Attack detection of injected profiles on Automotive.
Lower value suggests a better attack model.

fake user and many real users in single-user injection for checking
whether they are different. Figure 2 provides the visualization of
users’ representations generated by WMF after it is attacked by
SUI-Attack. We can observe that fake users are scattered among
real users in the representation space and it is hard for detectors
to distinguish fake and real users, suggesting that SUI-Attack can
launch virtually invisible attacks.

4.4 Ablation Study
Finally, we discuss the impact of different parts of SUI-Attack on
the attack performance by conducting ablation experiments. Recall
that our method mainly consists of two parts: feature generation
and edge generation. The feature generation process also includes
the influence function. Therefore, our ablation study involves three
variants of SUI-Attack:

(1) Replacing feature generation with random feature gen-
eration: Randomly generated fake user features in SUI-
Attack.

(2) Replacing edge generation with random edge genera-
tion: In edge generation, randomly connect the fake user
node to other item nodes.

(3) Removing the influence function: It does not use the
influence function to guide the generation of toxic fake user
features.

(a) Last.fm

(b) Automotive

Figure 2: Real and fake user profiles in the latent space. Or-
ange nodes represent injected fake users and other nodes are
real users.
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Figure 3: Ablation study.

Figure 3 shows the performance of the three variants of SUI-Attack
compared to the performance of the complete SUI-Attack on Au-
tomotive. We can clearly see that the three variants show worse
attack performance than SUI-Attack. Hence, we can conclude that
each part in SUI-Attack contributes to its attack performance.

5 RELATEDWORK
In this section, we introduce several directions that are closely
related to this work.
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5.1 Recommender Systems (RS)
The research on RS has a long history [1]. Traditional RS typically
relies on collaborative filtering (CF) methods, especially matrix
factorization (MF) [46], where user preferences and item proper-
ties are factorized from the user-item interaction matrix into two
low-dimensional latent matrices. Due to its effectiveness on large-
scale data [29], MF has been successfully deployed in practice. The
cold-start problem (i.e., data sparsity), where historical data is not
available for new users or items, is one of the most challenging
issues in recommender systems [1]. To alleviate this problem, ad-
ditional context features (e.g., social network [33, 34], user group-
ing data [12, 32], locations [38], sequential data [31], and review
text [54]) are incorporated into MF.

Recently, the success of deep learning has inspired researchers
to deploy deep learning in RS [59]. Various prevalent deep learning
techniques have been applied in RS. For instance, RecSeats [40]
adopts Convolutional Neural Network (CNN) in seat recommenda-
tion, Zhou et al. [72] uses Multilayer Perceptron (MLP) to enhance
recommendation, Zhang et al. [70] deploy Recurrent Neural Net-
work (RNN) to capture the local/global sessions within sequences
for CTR prediction, Wang et al. [53] leverage Generative Adversar-
ial Network (GAN) [17] in cross-domain recommendation, and Li et
al. [30] harness Graph Neural Network (GNN) to model social rec-
ommendation. The use of deep learning methods has significantly
improved the quality of recommendation [67].

Due to the importance of RS for guiding users towards making
decisions, RS have attracted unscrupulous parties and there exist
various types of attacks against RS in the literature, including unor-
ganized malicious attacks (i.e., several attackers individually attack
RS without an organizer) [42], sybil attacks (i.e., attacker illegally
infers a user’s preference) [6], shilling attack, etc.

5.2 Shilling Attack against RS
In the literature, shilling attack is also called as data poisoning
attack [8, 28] or profile injection attack [5]. In experiments, previous
works have successfully performed shilling attacks against real-
world RS such as YouTube, Google Search, Amazon and Yelp [60, 61].
Sony, Amazon and eBay have also reported that they suffered from
shilling attacks [27].

Pioneering shilling attack methods mainly rely on heuristics and
data statistics. Lam and Riedl [27], Burke et al. [4, 5] and Mobasher
et al. [39] propose several heuristic based shilling attack approaches
to promote an item (e.g., Random, Average, Bandwagon and Seg-
ment Attacks) or demote an item (e.g., Love/Hate Attacks and Re-
verse Bandwagon Attacks) for both rating prediction and top-𝐾
recommendation. Wilson and Seminario [45, 57] propose power
user attack and power item attack which leverage most influential
users/items to hoax RS. Fang et al. [15] study shilling attack meth-
ods to spoof graph based RS. Li et al. [28] present shilling attack
method against factorization based RS. Xing et al. [60] and Yang
et al. [61] conduct experiments on attacking real-world RS (e.g.,
YouTube and Amazon), and the results show that attacking RS is
possible in practice.

Recently, there is a surge of works on adversarial attack against
text and image based learning systems [62, 68] and they show that,
crafted adversarial examples, which may be imperceptible, can lead

to unexpected mistakes of machine learning based systems. Based
on the idea of adversarial attack, a great number of shilling attack
approaches have sprung up. Optimization based methods [28, 50,
66] model shilling attacks as an optimization task and then design
optimization strategies to solve it. GAN based methods [9, 36, 37,
58, 69] use GAN to construct fake user profiles. Reinforcement
learning based methods [14, 48, 65] query the RS to get feedback
on the attack. Then, they use Reinforcement Learning (RL) [23]
to adjust the injection. Knowledge distillation based methods [63]
and pre-training based methods [64] are designed to reduce the
requirement of prior knowledge and improve the practicality of
shilling attack.

Although many shilling attack methods exist, they all adopt
the same attack paradigm, i.e., multi-user injection. None of them
consider the extremely limited scenario, single-user injection, that
studied in this work.

5.3 Adversarial Attacks in the Extremely
Limited Scenarios

The idea of attacking a machine learning model by altering only
one element of the input was first proposed in computer vision
domain. Su et al [49] propose one-pixel attack and show that it can
achieve high success rate when changing just one pixel to make the
image misclassified by image classification algorithms. This work
initiates the discussion of adversarial learning in extremely limited
scenarios [2, 26]. Recently, Finkelshtein et al. [16] and Tao et al. [51]
extend this idea to adversarial learning in graph representation
learning. Finkelshtein et al. [16] shows that GNNs can be fooled by
only slightly perturbing the features or the neighbor list of a single
arbitrary node. The attack is effective evenwhen the attacker cannot
choose which node to perturb, and even when GNNs are trained
with robust optimization techniques. Tao et al. [51] demonstrate
that GNNs can be misled by a single injected node to misclassify
the target node (i.e., single-node injection attack).

6 CONCLUSION
In this paper, we investigate a challenging scenario of shilling attack
where only one fake user is injected into RS to launch the attack.
We reformulate the shilling attack problem as a node generation
task over the user-item bipartite graph of RS, which enables us to
leverage more information in RS to construct the fake user profile.
We propose SUI-Attack, the first shilling attack method that can be
used in single-user injection. Experiments show that SUI-Attack can
achieve promising attack results in single-user injection. Moreover,
in the traditional multi-user injection setting, SUI-Attack is shown
to be effective and can cause comparable attack results compared to
existing shilling attack methods, showing its flexibility in shilling
attacks. In the future, we will explore the underlying mechanism of
the successful attack with a single injected node and try to design
defense strategies against our SUI-Attack.
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