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ABSTRACT

Modeling sentiment evolution for social incidents in Microblogs is
of vital importance for both enterprises and government officials.
Existing works on sentiment tracking are not satisfying, due to the
lack of entity-level sentiment extraction and accurate sentiment
shift detection. Identifying entity-level sentiment is challenging
as Microbloggers often use multiple opinion expressions in a sen-
tence which targets different entities. Moreover, the evolution of
the background sentiment, which is essential to shift detection, is
ignored in the previous study. To address these issues, we lever-
age the proximity information to obtain more precise entity-level
sentiment extraction. Based on it, we propose to simultaneously
model the evolution of background opinion and the sentiment shift
using a state space model on the time series of sentiment polari-
ties. Experiments on real data sets demonstrate that our proposed
approaches outperform state-of-the-art methods on the task of
modeling sentiment evolution for social incidents.
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1 INTRODUCTION

Nowadays, Microblogging has become the primary platform for
people to publish information and share opinions about social inci-
dents. Public opinions about social events on Microblogging plat-
forms have greatly influenced society, changed the results of the
inadequate investigation and unjust sentence [1]. The power of
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public opinion in Microblogging space makes it appealing to an-
alyze sentiment evolution for social incidents in microblogs for
enterprises and government officials.

To facilitate the understanding of public opinions, we study the
problem of modeling sentiment evolution for social incidents in
this paper. Given a sequence of microblogging comments related
to any social incident, our goal is to reveal the sentiment evolution
pattern related to the involved entities in this incident and identify
significant sentiment shifts. Recently there is an increasing interest
in tracking microblogging sentiments for entities [2] or topics [3].
However, identifying entity-level sentiment and detecting senti-
ment shift for modeling sentiment evolution of social incidents are
two challenges that have not been addressed so far. A social incident
often involves several entities (i.e. people or organizations), and
it is problematic to utilize coarse-grained analysis which obtains
an averaged sentiment for an event without separating different
entities. Moreover, conventional approaches leverage statistical
analysis such as outlier detection to detect sentiment spikes when
modeling sentiment evolution [2]. Such methods are not sufficient
for detecting sentiment shift since the evolution of the background
is largely overlooked. Events are continuously changing, which
causes the changes of responses in public opinions at the same time.
Consequently, sentiment shift should be distinguished together
with the evolution patterns of background sentiment.

To handle the first problem, we propose the Proximity-based
Entity-level Sentiment Extraction (PESE) to embed the proximity
information when extracting entity-level sentiment and enhance
accuracy. For the second issue, we design a probabilistic model
called Public Sentiment Evolution Model (PSEM) which simultane-
ously models the evolution of background opinion and the opinion
shifts. Our contributions are two folds. In the application aspect,
we explore the feasibility of tracking sentiment evolution for social
incidents on microblogs. Our work sheds insights into better under-
standing public opinions and provides a solid foundation for future
applications such as explaining the causes of sentiment shifts. In
the model aspect, we investigate the impact of proximity infor-
mation in obtaining entity-level sentiment extraction. Based on it,
we propose to simultaneously model the evolution of background
sentiment and sentiment shift by state space models on the natural
parameters of the binomial distributions that represent the senti-
ment polarity. Experimental results demonstrate that our proposal
shows promising performance on the task of modeling sentiment
evolution for social incidents.

2 PROXIMITY-BASED ENTITY-LEVEL
SENTIMENT EXTRACTION

In this section, we describe our proposed Proximity-based Entity-
level Sentiment Extraction (PESE) which leverages the proximity
information to obtain more precise entity-level sentiment extrac-
tion.
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Firstly, we formulate the task of entity-level sentiment extraction.
Suppose we have a collection of incident relevant microblog posts
O = {o0}. As an incident involves several entities E = {e}, we can
represent each post o as a set of sentiment triples and entity triples,
o = {(wi, li,vi)} U{(ej, [;)}. In the sentiment triple (w;, [;, v;), i is
the index for sentiment words, w; € D is the word which is ex-
tracted from the sentiment lexicon D, I; is the location of sentiment
words and v; is the sentiment value of w;. In the entity triples
(ej, I}), j is the index for entity occurrences, e; € E is the name of
the entity, [; is the location of the entity in the post. The aim of
entity-level sentiment extraction is to output the sentiment polarity
y for the entity e; in the post ye,(0) € {0, 1}, where 0 represents a
negative emotion, and 1 otherwise.

The basic assumption of PESE is that the position of a senti-
ment word influences the performance of entity-level sentiment
extraction. Intuitively, the closer a sentiment word is to an entity,
the more likely that the sentiment word is describing the entity.
Inspired by [4], given two locations /; and [}, the proximity informa-
tion can be captured by four distance kernel functions to compute
the influence of sentiment words on entities, namely Gaussian,
Triangle, Cosine (Hamming), and Circle:
~(li=1)”
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Note that all four of these kernel functions are governed by
one parameter o, which is tuned in the experiment. To classify
the polarity ye;(0) of sentiment towards an entity e; in a post o,
PESE first obtains an entity-level sentiment value by calculating
the average of the influence on the entity from different sentiment
words. Then, PESE incorporates the information of negative words
and adverbs of degree to output the sentiment polarity value s:

.- Zﬁl(_nqi “Zi U k(lis l])

- )

where g; is the number of negative words, z; is the sum of degree
value (it can be obtained from the lexicon) for adverbs of degree
between (i — 1)" sentiment word and i'" sentiment word, v; is
the sentiment value of ith sentiment word, [; is the location of i’ h
sentiment word, [; is the location of entity ej, N is the number of
sentiment words in this sentence. If the sentiment value s > 0,
the sentiment polarity towards entity e; in post o is positive, i.e.,
Ye;(0) = 1. if the sentiment value s < 0, the sentiment polarity
towards entity e; in post o is negative. i.e., ye;(0) = 0.

3 PUBLIC SENTIMENT EVOLUTION MODEL

Now we describe in detail the Public Sentiment Evolution Model
(PSEM) which utilizes PESE. PSEM models the evolution of back-
ground opinion and the sentiment shift in parallel.
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Figure 1: Plate notation of the proposed PSEM model

For a social incident which involves several entities E = {e},
PSEM first groups the posts based on entities and divides the collec-
tion of posts associated with an entity into T time slices. Suppose
there are M; posts in each time slice ¢, where each post m is pre-
processed by the PESE to observe an entity-level sentiment polarity
Yt,m € {0’ 1}-

Then, PSEM is built for each entity based on the following two
assumptions: (1) There is a background sentiment distribution,
i.e., how users typically react to the entity. (2) The background is
smoothly and slowly changing, and the evolution of background
sentiment distribution is modeled by a dynamic state model. To
handle the situation when a sudden shift on public opinions appears
(e.g., a sentiment shift is triggered by a new piece of evidence),
PSEM leverages a switch variable to simulate the trigger. If the
switch is on, the observed sentiment is drawn from the background
sentiment distribution. Otherwise, it is drawn from the distribution
of “outlier” sentiment.

Let or; denote the distribution of background opinion specific to
time slice t. The generation process of PSEM (shown in Fig. 1) is as
follows:

e For time slice t = 0, draw ag ~ N(0, o%1).

e For time slice t = 1: T — 1, draw a; ~ N(at-1,02). As N is
a continuous and differentiable distribution, the evolution
of background opinions is smooth and slow.

e Generate a global prior y for the switch sy, i.e. a variable
that controls how likely the public sentiment is to change,
by y ~ Beta(a, b).

e For each time slice
— Generate a switch s; ~ Bern(y)
— For each observation, generate

Bern(m(ay)) ifsy =1
Yt,m ~ .
Bern(p) ifs; =0

Note that « is a vector of real numbers, i.e., a € R2. To generate

the opinion distribution, we adopt 7(-) function to convert « to a
exp(az,o)

value within (0, 1), 77.'(0{[) = m,

where ;¢ indicates
the first dimension of a;.
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Table 1: Statistics of the data set

No. Abbreviation #Posts Description
1 Jiang Ge Murder 368,037 Chinese female student Jiang Ge was killed in Japan.
B Maternal in Yulin . A maternal woman in Yulin jumped to death. Family members and
2 35,081 " Y
Fall hospitals blame each other.
5 RYB Kindergarten 35027 Beiling RYB Kindergarten was accused of abuse, and the internet
Child Abuse i erupted in Fury.
4 Nanny Arson 167,225 Hgngzhou nanny sets house on fire, killing a mother and her three
children.
5 Yu Huan Murder 17,607 Yu Hunan killed a creditor who had harassed his mother.

Wei Zexi died because of the fake medical information from Baidu.
Changsheng Bio-tech was found to have falsified data and sold ineffec-
tive vaccines for children.

Malaysia Airlines Flight 370 disappeared on 8 March 2014 while flying
to Beijing.

A woman was raped and killed allegedly by a Didi driver.

Abus in Chongging plunged off a bridge killing 15 after woman attacks

6 Death of Wei Zexi
Unqualified Vaccine
scandal

59,501

20,682

8 MH370 Missing 65,585

9 DIdi driver murder
Bus crashing into

45,965

13,326

the river the driver.
11 Programmer Suicide 3247 A DCUINE programmer suicide by jumping for the top of an apartiment
after becoming dep during his acr divorce.

Professor sexual A professor accused of sexually harassing students has been removed
from teaching posts.

A mother was attacked by a tiger when aiding her daughter who left
the vehicle and was exposed to monsters.

A man attacked a woman inside the Yitel Hotel in Beijing.

1,276
harassment

Tiger Attack 35,830

Beijing Hotel Attack
Germanwings Plane
Crash

19,824

70,188 A young pilot crashed a German airliner into the remote French Alps.

A severe earthquake struck near the city of Kathmandu in central
Nepal on April 25, 2015. About 9,000 people were killed.

Terror attacks in Paris Killed 130 people and wounded 494.

United Kingdom voted to leave the EU in a bitterly fought referendum
in June 2016.

Two suicide bombers, carrying explosives in large suitcases, attacked
a departure hall at Brussels Airport.

"A7.8-magnitude earthquake struck northern Ecuador on 16 April 2016,

Nepal Earthquake 401,889

Paris Attack 732,145

UK Leaving The EU 67,481

Brussels Airport
Explosion
Ecuador Earthquake

184,783

3,022

The joint probability in PSEM is given by:

p(y, B, &5, la, b, c,d, a%)

= pyla. b) p(Ble. d) p(@lo®) [ | p(se 1) [ | pwemlse . ). P
t m

where @, 5, i are sequences of variables, i.e., @ = {ag, - ,ar_1},
§={s0, -+ ,s7-1} and § = {yo,m, " - y7-1,m}-

The optimization algorithm of PSEM follows the framework
of variational inference [5]. It presumes that the probability of
all hidden variables Z, given the observed sequence 4 and hyper-
parameters a, b, c, d, factorizes with respect to variables as follows:

4(Zlj.a,b.c.d,0%) = q(yla. By q(Ble. D) q@@) | | alselén),  (3)
t

where the symbols with hats are parameters for the factorized
distributions and é; € R? is a vector. PSEM iterates over all hidden
variables for inference. We use the variational Kalman filter [5] to
infer sentiment distribution a.!

4 EXPERIMENT
4.1 Data

The statistics of the data we used is shown in Tab. 1. We crawled data
sets 1-14 which contain Chinese posts between 2014 and 2018, and
they are related to 14 incidents from Weibo. Data sets 15-20 contain
English tweets related to 6 incidents from Twitter, which were col-
lected from Twitter event data set [6]. These incidents have gained
great attention on the Microblogging platform. In pre-processing,
repeated posts, emoji expressions, http links and mentions (@some-
body) were removed. For Chinese word segmentation, we utilized
the jieba NLP tool?. The lexicon we used to extract sentiment words
and sentiment values is the HOWNET lexicon®.

!We provide the details of the inference in the supplementary material.
zhttps://github.com/fxsjy/jieba
3http://www,keenage,ccom
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Table 2: Average accuracy of different sentiment extraction
methods. + indicates improvement with significance level
p < 0.001.

Comments length
Methods 0-20 words 20-40 words 40+ words

Positive | Negative | Positive | Negative | Positive | Negative

SentiStrength 0.3774 0.5808 0.2254 0.3906 0.3938 0.3622

SentiStrength-SE 0.6014 0.6951 0.5040 0.5843 0.5752 0.6467

SentiCR 0.7953 0.7855 0.7911 0.7005 0.7404 0.7861

MCNN 0.8199 0.8068 0.8019 0.8060 0.8003 0.8082

RCNN 0.8284 0.8243 0.8291 0.8211 0.8393 0.8353

PESE-I 0.8038 0.8170 0.8011 0.8032 0.8034 0.8166

PESE-C 0.8242 0.8212 0.8269 0.8229 0.8249 0.8291

PESE-T 0.8302 0.8342 0.8398 0.8479 0.8470 0.8486
PESE-G 0.8477% | 0.8588" | 0.8539% | 0.8771" | 0.8862" | 0.9289"

4.2 Evaluation of Entity-level Sentiment
Extraction

To investigate whether incorporating proximity information en-
hances entity-level sentiment extraction, we generated the ground
truth of entity-level sentiment polarity for each post. We first ran-
domly sampled posts for each incident. Then, seven human volun-
teers were asked to judge the sentiment polarity of each post on
each relevant entity. In order to make the ground truth as accurate
as possible, the post was added to the ground truth only if at least
five volunteers agreed with each other. Sampling and polarity judg-
ment for one incident terminated if we obtained 100 posts. As a
result, we created a ground truth data set with sentiment polarity
for 2,000 posts (100 posts per incident).

We compared our method PESE with five state-of-the-art
methods including lexicon based approaches (SentiStrength [7],
SentiStrength-SE [8] and SentiCR [9]) and deep learning based
models (MCNN [10] and RCNN [11]). The results of PESE are indi-
cated as PESE-G, PESE-T, PESE-C and PESE-I. G, T, C and I represent
Gaussian, Triangle, Cosine and Circle kernel functions, respectively.
After tuning using ten-fold cross-validation, parameter o was set
to be 21 for all PESE variants. We used accuracy as the evaluation
metric, which is the ratio of number of posts that are correctly
judged versus total number of posts.

The comparison of results is shown in Tab. 2. As we can see, all
PESE variants perform better than competitors. PESE-G achieves
the highest average accuracy over all incidents. It noticeably out-
performs the second best method (PESE-T) with significance level
p < 0.001. Moreover, we can observe that positive polarities are
usually more challenging to identify, with lower accuracies by most
methods. To gain some insights about the effect of text length, we
further split the data into three divisions depending on the length
of the post. We observe that, as the post gets longer, the accuracy
of our proposed method increases.

4.3 Evaluation of Public Sentiment Evolution

For the task of modeling public sentiment evolution, we first inves-
tigated the performance of PSEM for detecting shift points of social
incident. The ground truth of shift points for each incident was
manually generated. Five volunteers were asked to read all posts
at each time point and judged whether the time point contains a
sentiment shift. The final golden standard for the shift point was
selected by taking a majority vote.
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Table 3: Average precision and recall of different shift de-
tective methods. + indicates improvement with significance
level p < 0.001.

POMS | LDA-KL | FB-LDA | PSEM

Precision | 0.5950 0.7000 0.7750 | 0.8950%

Recall 0.5265 0.6195 0.6858 | 0.7920%
1r B 1+ i
09 F % B 09 - ]
081 | 0.8 B
7 f o $ ]
06 B 05 i
05 1 0.4 A
0.4 7 03 - B

03 0.2

POMS LDA-KLFB-LDA PSEM POMS LDA-KLFB-LDA PSEM

(a) Precision (b) Recall
Figure 2: Comparison of performance on shift detection

4000
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23000 |- E
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&
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Figure 3: Average per-word predictive perplexity

We compared our method with three state-of-the-art senti-
ment tracking methods for detecting shift points: POMS [12], FB-
LDA [13] and LDA-KL [2]. As this is a binary classification task, we
use the standard evaluation metrics: precision and recall. We can
observe from Fig. 2 and Tab. 3 that our model PSEM achieves the
best results in detecting shift points and significantly exceeds the
second best method (FB-LDA) with significance level p < 0.001.

Next, we analyze the predictiveness of PSEM. For probabilis-
tic models, researchers usually choose to measure perplexity for
predictiveness, which is defined as follows:

2D;eD ZwgyeD; logp(wq)
2p;ep Np;,

perplexity = exp { — 4)

When computing perplexity, we considered each post as a docu-
ment of sentiment polarities and D is the document set, p(wy) is
the probability of the d-th word computed by the target model, Np,
is the length of the document D;. Perplexity is a measurement of
how well a probability model predicts a sample. A low perplexity
indicates that the model is good at predicting the sample. As shown
in Fig. 3, our model has a smaller averaged per-word perplexity in
all twenty incidents, which illustrates that our model has a better
predictiveness compared to the other methods.

Finally, we offered a visualization of the background sentiment
evolution for the twenty incidents modeled by PSEM in Fig. 4 to
illustrate its interpretability. In Fig. 4, the number in the legend
indicates the number of social incident in Tab. 1, e.g., “1: Miss Jiang”
denotes the entity “Miss Jiang” in incident 1. As shown in Fig. 4,
a which represents the distribution of background opinion in the
incidents is smoothly and slowly changing in all twenty incidents.
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[

———— 1: Miss Jiang -
[ ——  — ~—~_— | 2MrLin —
" 08 - ————— T | Weizex -
L 06 s —— 4: Mh370 passengers ~ —
g Y 5: Missing passengers ~ —
= | =~ —>o~——"<2C>~< | 6 SuXiangmo -
o 0.4 7: Tourists
=] 8: Victims -
] 0.2 - . li 9: Victims
£ ) time slices 10: British government
] [T S S I Kindergarten
s 2 4 6 8 10 12 14 16 18 20 | 12: Hospital —
8-02 13: Debt collector
5 14: Changsheng CoLtd  —
5041 | 152Zhongvuan —
2 16: Chen Xiaowu —
506 f —————"—=—=——="—"| 17: Hamony Horel
— - .~ | 18:Co-pliot
-0.8 19: Auacker -
20: Terrorist
-1

Figure 4: o towards entities are smoothly and slowly chang-
ing in all twenty incidents, different « indicating the differ-
ent back ground opinion to entity.

We also observe that a towards victims like Miss Jiang (Jiang Ge
Murder) and MH370 passengers (MH370 Missing) are all greater
than 0, indicating that positive sentiment is the background opinion
to these entities. Conversely, « towards perpetrators like attackers
(Paris Attack) and terrorists (Brussels Airport Explosion) are all
less than 0, indicating that negative sentiment is the background
opinion to these entities.

5 CONCLUSION

In this paper, we study the problem of tracking public sentiment
for social events. We use distance kernels to calculate the influence
of sentiment words on entities and propose a novel sentiment evo-
lution model which is based on state space models. We consider
the existence of background sentiment distribution and simultane-
ously model the evolution pattern of background sentiment and
sentiment shift. As future work, we plan to endow the model with
the ability to explain the causes of sentiment shifts.
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