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With the development of location-based services (LBS), many location-based social sites
like Foursquare and Plancast have emerged. People can organize and participate in group
activities on those sites. Therefore, recommending venues for group activities is of practical
value. However, the group decision making process is complicated, requiring trade-offs
among group members. And the data sparsity and cold-start problems make it difficult
to make effective group recommendation. In this manuscript, we propose a Multi-view
Group Representation Learning (MGPL) framework for location-aware group recommenda-
tion. The proposed multi-view group representation learning framework can leverage mul-
tiple types of information for deep representation learning of group preferences and
incorporate the spatial attributes of locations to further capture the group mobility prefer-
ences. Experiments on two real datasets Foursqaure and Plancast show that our method
significantly outperforms the-state-of-art approaches.

� 2021 Elsevier Inc. All rights reserved.
1. Introduction

Recommender system plays an important role in addressing information expansion and has had a large number of prac-
tical applications [1,23]. In recent decades, some event-based social networks such as Plancast1 and Mafengwo2 have
emerged, which calls for the recommendation for a group of users, namely group recommendation. Different from traditional
personalized recommendation, group recommendation is a challenging task because the group decision making process
requires trade-offs among members’ preferences. In addition, the data sparsity and cold-start problems are very severe in group
recommendation, which makes it difficult to make effective recommendations. With the development of location-based social
services, the inclusion of the location factor in recommender system has brought a new research topic called location-aware
recommendation [11,22]. Recently, location-aware recommendation problems have been studied in several scenarios
[27,28,37]. Previous studies [44,31,14] have observed that the spatial properties of groups or items have important effects
on the selection of group activity venue.

Early studies on group recommendation extend memory-based collaborative filtering (CF) based on aggregation methods
[2], including preference aggregation and score aggregation. But the early aggregation methods are shown to be inadequate
with some static aggregation strategies such as average and least-misery (LM) because they ignore to differentiate personal
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impacts from different group members. Recently, several model-based group recommendation methods have been proposed
for group recommendation [26,43,7,27,18,42]. For example, Liu et al. [26] proposed a personal impact topic model (PIT) for
group recommendation and an extended model with social influences. Yuan et al. [43] proposed a generative consensus
model for group recommendation. They considered topic-dependent personal impacts, and combined both the group’s topic
preferences and the group member’s personal preferences. Cao et al. [7] utilized the attention network to learn group mem-
bers’ personal impacts on the group decision and proposed the attentive group recommendation method (AGR). Aggregation
of group members’ personal preferences with the learned influence weights acted as one component of the group preference
modelling. Later, the authors incorporated social influences into AGR and proposed a social-enhanced group recommenda-
tion method through devising another social based attention network to model social influences from the social followee [8].
HBGG [27] proposed a hierarchical generative geographical model for group activity venue recommendation. HBGG designed
a geographical topic model to discover the group mobility behaviors and integrated social connections into one-class collab-
orative filtering (OCCF) [29] to address the cold-start problem. [18] designed a new model to learn graphical and attentive
multi-view embeddings for groups, users and items, from the independent view and the counterpart views within the inter-
action graph.

Although existing studies have exploited some side information for group recommendation such as social influences
[8,13,41] and geographical information [27,43], they have not utilized those complementary information in a comprehensive
manner or taken full advantages of available data. The data sparsity and cold-start problems heavily reduce the quality of
recommendations. The representation learning of group preference is incomplete, requiring deep understanding and com-
prehensive representation of group preferences [39,16]. Therefore, it is essential to design a flexible way to incorporate mul-
tiple types of information for deep understanding of item characteristics and group preferences, which can bring
recommendation performance improvements and further alleviate the cold-start problem. In addition, the spatial-aware
representation learning has not been fully explored in previous studies, and most methods ignore the spatial influences dur-
ing the location-aware group decision making process.

In order to solve the mentioned challenges, we propose a multi-view group presentation learning framework (MGPL) for
location-aware group recommendation. We investigate group preferences from multi-views for deep understanding of
group preferences, by comprehensively exploiting implicit group-item interactions and multiple types of auxiliary informa-
tion. In addition, the spatial attributes of items (locations) are leveraged in the representation learning of both items and
groups to incorporate spatial influences in location-aware group recommendation. The main contributions of this manuscript
are listed as follows:

� A novel multi-view group representation learning framework is proposed for location-aware group recommendation. The
multi-view group representation learning framework allows to depict and learn the group preferences and item proper-
ties from different views, by jointly fusing features learned from multi-source side information, and generating more
comprehensive representations. The proposed framework can help alleviate the influences of data sparsity and cold-
start problem.

� We design a flexible way to incorporate the spatial attributes of items and groups in the representation learning frame-
work for location-aware group recommendation.

� Extensive experiments have been conducted on two real datasets (Foursquare and Plancast). The experiment results show
that our proposed method is superior to the state-of-art approaches by a wide margin.

The rest of this manuscript is organized as follows. Section 2 presents related work. Section 3 states the problem defini-
tion and demonstrates some background methods. In Section 4, we illustrate the proposed framework. The experimental
evaluation is presented in Section 5 and we conclude our paper in Section 6.
2. Related work

2.1. Group recommendation

Early studies on group recommendation are mainly memory-based collaborative filtering approaches by leveraging
aggregation methods [3,2] including preference aggregation and score aggregation. The difference between the two is the
order of applying the aggregation and recommendation steps. Preference aggregation approaches first aggregate the profiles
of all group members and then perform recommendation on the aggregated profile using a classic CF approach (e.g. user-
based CF). Score-based aggregation methods firstly compute recommendations for each group member and then aggregate
the recommendation scores. Score-based aggregation strategies include the average strategy, the least-misery (minimum)
strategy, etc. Aggregation is done by taking for each item the average (averaging) or minimum (least-misery) predicted score
per user and considering this aggregated score to be the group’s score on the item. The main drawback of aggregation-based
methods is that they ignore the influences between users when making the group decision.

In addition, several model-based methods have been proposed for group recommendation. For example, social influences
have been explored for group recommendation. Ye and Liu et al. [40] proposed a Social Influence Selection Model (SIS) based
on Latent Dirichlet Allocation (LDA) by considering the influences of friendship. They extended SIS to design a Personal
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Impact Topic model (PIT) [26], by introducing a personal impact variable to represent the personal influences on the group
decision. PIT aggregated the individual preference score with the learned personal impacts. Yuan et al. [43] designed a gen-
erative consensus model called COM for group recommendation based on two different assumptions: (i) personal impacts
are topic-dependent and (ii) the group decision process depends on the group’s topic preferences and the personal prefer-
ences of individual group members. Lu et al. [27] proposed a Hierarchical Bayesian Geographical Model (HBGG) for the group
activity venue recommendation. Besides considering influences of group membership and topic-aware group preferences,
HBGG investigated the geographical influences to model group mobility regions and exploited social connections to develop
the social-based collaborative filtering module which can alleviate the data sparsity and cold-start problems.

Recently, deep learning methods have been applied for group recommendation because they demonstrate its effective-
ness in recommendation tasks. Cao et al. [7] proposed an attention-based group recommendation model (AGR) where the
attention network learned different impacts of each group member on the group decision. Aggregation of each group mem-
ber’s preferences with the learned personal impact weight is represented as one component of the group’s preference rep-
resentation learning. The neural collaborative filtering (NCF) [17] framework has been utilized to model the group-item
interactions and predict the group’s preference score on each item. Cao et al. [8] extended the attention-based group recom-
mendation model (AGR) through devising another social based attention network to model the social influences from the
social followee. He et al. [18] proposed a newmethod to learn the graphical and attentive multi-view embeddings for groups,
users, and items from the independent view and the counterpart views within the interaction graph. Yin et al. [42] proposed
a centrality-aware group recommender (CAGR) in which one bipartite graph embedding model, the self-attention mecha-
nism and graph neural networks have been exploited as basic blocks to learn group and user representations in a unified
way.

Although existing studies designed some mechanisms to learn the social influences or the multi-view embeddings within
the interaction graph, there is no flexible way to comprehensively incorporate multiple types of side information for deep
understanding of group preferences during the group decision making process. Multiple types of side information have
important effects on recommendation performance, which can help alleviate the data sparsity and cold-start problems.
Especially the geographical information has not been considered in recent studies, which is essential for location-aware
group recommendation. The data sparsity and cold-start problems are still unsolved.

2.2. Multi-view representation learning

Multi-view representation learning aims to learn the feature representation of multi-view data from different perspec-
tives and obtain comprehensive representations to bring performance improvements. As multi-view data are very prevalent
in real data applications, a large number of multi-view representation learning algorithms have been proposed [24,33]. The
multi-view representation learning algorithms can be classed into two categories: respectively multi-view representation
alignment and multi-view representation fusion. Multi-view representation alignment methods capture the relationships
among multiple views through feature alignment. Multi-view representation fusion combines the features learned from dif-
ferent views into a joint representation.

For the multi-view representation alignment category, some correlation-based models, and distance and similarity-based
models have been utilized for feature alignment, such as canonical correlation analysis (CCA) [19] and cross-modal hashing
methods [6,45]. Among the multi-view representation fusion methods, the representative examples are graphical models
and neural network-based models. Based on the classic Latent Dichilet Allocation (LDA) [5], Chong et al. [9] proposed a
multi-modal probabilistic model called multi-class supervised LDA to make effective usage of multi-view data. In addition,
several neural network based models have been proposed for multi-view representation fusion due to their effective powers
in representation learning. For example, Srivastava and Salakhutdinov [32] proposed a deep multi-modal Restricted Boltz-
mann Machines (RBM) to learn joint representation of images and texts.

Currently, multi-view representation learning has been utilized to exploit multiple types of information in several recom-
mendation tasks. For example, Collective topic regression (CTR) [36] is an early method leveraging both the rating data and
the content information to improve the personalized recommendation performances. Elkahky et al. [12] proposed a multi-
view deep learning model to map users and items in a coordinated space and jointly learn user features and item features
from different domains for cross-domain recommendation. Cui et al. [10] proposed a Multi-View Recurrent Neural Network
(MV-RNN) model for sequential recommendation by incorporating visual and textual information.

However, the multi-view representation learning has not been extensively applied in group recommendation. The data
sparsity and cold-start problems make it difficult to capture and learn group preferences only based on the single-view data.
The multi-view representation learning capable of incorporating the multiple types of side information and learning the
group preferences from different views, can alleviate the cold-start problem and improve recommendation performance.
3. Preliminaries

In this section, we first formulate our problem and then present some basic models utilized in our framework.
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3.1. Problem definition

Formally, we have a set of locations V, a set of users U and a set of historical groups G. Each group has a set of group mem-
bers Ui ¼ fui1;ui2; . . . ;uikg, in which each user member uik (ik is the user index) comes from the user set (uik 2 U). Each loca-
tion v is associated with its geographical coordinates lv ¼< Latitude; Longitude >. The historical group visit records are
represented as a binary matrix X 2 RM�N . Xij ¼ 1 indicates that group gi visits the location v j, otherwise the value is 0. M
is the number of groups and N is the number of locations. In addition, there might be auxiliary information such as social
connections, content information and spatio-temporal information. The auxiliary information is constructed as extra side
matrix X� which can be leveraged for deep representation learning from multi-views.

Given the set of groups G, the set of users U, the set of venues V, the implicit group-location matrix X and other side infor-
mation matrix X�, recommend to an ad hoc user group g#G the top-N venues to visit.

3.2. Neural collaborative filtering

The Neural Collaborative filtering (NCF) framework [17] is an end-to-end deep learning method for recommendation. It
mainly consists of 3 components, respectively the input layer, the embedding layer and neural collaborative layers. The
architecture of the Neural Collaborative filtering (NCF) framework is shown in Fig. 1. The bottom component is the input
layer which accepts feature vectors for entities, e.g. the user feature vector and the item feature vector. The feature vectors
can be customized to a wide range of modeling, such as content-based and neighbour-based feature vectors. The identity of a
user and a itemworks as the input and is transformed to a binary sparse vector with one-hot encoding. Above the input layer
is the embedding layer in which a fully connected layer is commonly used to project the sparse representation into a dense
representation vector. The output of the embedding acts as the input of the neural collaborative component where some
neural collaborative layers model the user-item interactions and generate the prediction scores ŷ. With the prediction scores
and the target scores, optimizing the objective function can obtain the learning parameters in the NCF.

3.3. Autoencoder

Autoencoder [4] is a feedback neural network for learning representations of the input data. The basic autoencoder is typ-
ically implemented as a one-hidden layer neural network that takes a input matrix X and maps it to a hidden representation
z 2 RK with a mapping function as follows:
z ¼ hðXÞ ¼ rðWT
aXþ baÞ ð1Þ
where Wa is the weight matrix and bb is an offset vector. r denotes the mapping function. The hidden representation is

reconstructed as X̂ through the following formula:
X̂ ¼ rðWT
bXþ bbÞ ð2Þ
Wb is the weight matrix and bb is an offset vector. The autoencoder is trained by minimizing the average reconstruction
error:
argmin
Wa ;Wb ;ba ;bb

1
n

Xn

i¼1

lðXi; X̂iÞ
l is the loss function such as the square loss or the cross entropy loss. Wa;Wb;ba;bbare the learning parameters.
The denoising autoencoder (DAE) [35] extends the classical autoencoder by reconstructing each data point X from its cor-

rupted version ~X. DAE can discover more robust features with the corruption operation. Corruption is done by randomly
making some of the input as zero.

Stacked denoising autoencoder (SDAE) [2,38] is stacking of denoising autoencoders. SDAE has L layers in which the first
L/2 layers of the network act as an encoder and the last L/2 layers act as a decoder. The input layer is a corrupted version ~X of
the clean input data. Fig. 2 shows an example of SDAE with L ¼ 4. The last layer outputs the reconstructed presentation. The
parameters of all layers h ¼ fWlblg; l ¼ 1 . . . L are learned by minimizing the loss function as follows:
minhjjX� XLjj2 þ k
X
l

jjWljj2 ð3Þ
k is the regularization parameter.

4. Method

We proposed a multi-view group representation learning (MGPL) framework for location-aware group recommendation.
For deep understanding of group preferences in the complicated process of group decision making, we model both the group
preferences and the item representation from multi-views by combining the features from multi-view data into joint rep-
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Fig. 1. Neural Collaborative Filtering Framework.

Fig. 2. Example of Stacked Denoising Autoencoder (SDAE) with L = 4.
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resentation. The deep representation learning can alleviate the influences due to data sparisty and deal with the cold-start
problem.

Our multi-view group representation learning framework mainly contains three parts, respectively location-aware item
representation, multi-view group preference modeling and group-item interaction prediction. Fig. 3 shows the architecture
of the multi-view representation learning framework. The details of the three parts are illustrated in the following sections.
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Fig. 3. The architecture of the multi-view representation learning framework.
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4.1. Location-aware item representation

The spatial attributes have played an important role in location-aware recommendation. Therefore, we design a location-
aware item representation learning module for the location-ware group recommendation, by exploiting spatial attributes of
items in the item representation learning. The bottom-right part (blue color) in Fig. 3 demonstrates the location-aware item
representation.

Firstly, each item v j is represented with one-hot encoding and a fully-connected layer is adopted to map the sparse one-
hot representation into a dense item representation vr . In order to exploit spatial attributes in the item representation learn-
ing, a stacked denoising autoencoder (SDAE) with 4 layers is utilized to encode the spatial attributes. By considering the geo-
graphical distances between two items, we compute the pair-wise item spatial similarity and construct the auxiliary spatial

matrix Xl 2 RN�N . N is the number of items and each entry xij in the spatial matrix measures the spatial influences3 between
the item v i and item v j. We compute xij based on Eq. (4). li and lj are the geographical coordinates for the location v i and v j.
3 The
geograp
xij ¼ 1� geodist li; lj
� �

max
v i2V

geodist li; lj
� � ð4Þ
The ith row of the formed spatial matrix Xl
i can be seen as the spatial feature vector for the item v j. In order to obtain the

spatial embedding of items, the spatial matrix is corrupted by dropping-out noises and the corrupted version ~Xl acts as
the input of the stacked denoising autoencoder (SDAE) with 4 Layers. The first 2 layers of SDAE acts as an encoder to generate

the hidden representation z and the last 2 layers reconstruct from the hidden representation to the raw spatial matrix Xl. The
hidden representation zj for item v j is seen as the item’s spatial embedding.

To obtain the location-aware item representation, the latent item vector and the spatial embedding from SDAE are com-
bined to generate the location-aware item representation as in Eq. (5):
v ¼ f ðvr ; zÞ ð5Þ
re might be many methods to define the spatial influences. Here we use the simple formula to measure the spatial influences based on the pairwise
hical distance. Exploration of other complex definitions is beyond our main focus.
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f is the fusion function to integrate the feature representation from multi-views. As the feature-level fusion, some clas-
sical approaches can be utilized, such as feature augmentation through feature addition or feature combination by concate-
nating the multi-view features vectors. In this manuscript, we augment the item latent feature vector vr with the spatial
item embedding z to obtain the location-aware item representation v as follows:
v ¼ vr þ z ð6Þ
4.2. Group preference modeling

Different from personalized recommendation for individuals, the main challenge of the group recommendation task is
how to model and represent group preferences because it requires trade-offs among different group members’ preferences.
It is difficult to accurately represent the group preferences due to data sparsity. And the cold-start problem is very severe as
most of groups are ad hoc groups which form occasionally. For deep understanding of group preferences and tackling the
cold-start problem, we learn and represent the group preferences from multi-views by leveraging several types of comple-
mentary information.

4.2.1. Latent group preference representation
For the implicit check-in records, we can learn the group latent factor. Firstly, each group is represented as a binarized

sparse vector with one-hot encoding and an embedding layer (commonly a fully connected layer) is adopted to transform
the sparse vector into a dense vector representation as the group latent preference representation gr . Namely, for a group
gi, its latent preference representation is gr

i 2 RD. D is the embedding size of the latent dense representation.

4.2.2. User aggregation group preference presentation
Aggregating individual members’ preferences has been extensively explored in existing studies [2,3], which has been the

main component of modeling the group preferences. Several aggregation strategies has been adopted, e.g. average, least-
misery, etc. Recently, the attention network [34] has been adopted to learn the dynamic aggregation weights to aggregate
user members’ preferences. We also utilize the attention mechanism to learn the user aggregation group preferences as
one component of the group preference representation.

Similar with [7], a member attention network (the left part in yellow color in Fig. 3) is adopted to learn the dynamic
aggregation weights for aggregating user member preferences. For a group gi, it contains a set of group members
Ui ¼ fui1;ui2; . . . ;uikg and ik is the user index. The member attention network learns the dynamic aggregation weights ajik
for aggregating user member preferences. ajik denotes the impact of the user member uik when the group gi makes the group
decision on the location v j. The user impact weights are relevant with the group members’ personal preferences and the
item’s characteristics. Through the member attention network, ajik is computed as in Eq. (7).
Ojik ¼ hTReLUðWvvj þWuuik þ bÞ ð7Þ

ajik ¼ softmaxðOjikÞ ¼ expðOjikÞP
uik2Ui

expðOjikÞ
where Wv and Wu are weight matrices of the attention network that convert the user member embedding and the location-

aware item embedding into the hidden layer. hT is the hidden vector, and b is the bias vector of the hidden layer. ReLU is
used as the activation function of the hidden layer and outputs the user member influence score Ojik. Softmax is adopted
to normalize the influence score and makes it as a probabilistic interpretation. Through the member attention network,
the learned user member weight ajik indicates the influences from the user member uik on the group decision for the item
v j, differentiating influences of different user members. As the location-aware item embedding v is exploited in the attention
network, the learning aggregation weights also encode the item’s spatial influences. The user aggregation group preference
representation is constructed by aggregating user member’s preferences u with the learned weights a as in Eq. (8).
gm
ij ¼

X
uik2Ui

ajikuik ð8Þ
uik is the group member’s user latent factor for uik from the user embedding layer. ajik denotes the influence of the user mem-
ber uik when the group gi selected the location v j. Specifically, the member attention network accepts the individual user
preference of ui1;ui2; . . . ;uik as input and outputs the user aggregation group preference gm

ij , as shown in the yellow part
in Fig. 3.

4.2.3. Neighbour group preference presentation
As most groups are ad hoc groups, only few groups have many historical records, which causes the data sparsity and cold-

start problems. In order to alleviate those effects due to data sparsity and cold-start problems, we propose to learn a collec-
tive group representation by leveraging the neighbour groups’ preferences.
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For a group gi, we can find a set of k-nearest neighbour groups Gs
i (G

s
i � G) by using some similar metrics e.g. Jaccard sim-

ilarity and cosine similarity. When obtaining the neighbour groups, the neighbour group preference representation is con-
structed by weighty aggregating each neighbour groups’ preference in the neighbour groups. A neighbour attention network
(the middle part in green color in Fig. 3) is designed to learn the different influences of different neighbour groups. Specif-
ically, for a group gi and its neighbour groups Gs

i ¼ fgi1; gi2; . . . ; gisg (is the group index), the influence weight bjis from the
neighbour group gis on the item v j is computed through the neighbour attention network as in Eq. (9).
Ojis ¼ hTReLUðWlvj þWsgis þ bsÞ ð9Þ
bjis ¼ softmaxðOjisÞ ¼ expðOjisÞP
gis2gsi

expðOjisÞ
where Wl and Ws are weight matrices of the neighbour attention network. hT is the hidden vector, and bjis is the bias vector
of the hidden layer. gs is the group latent vector of the group gis in the neighbour groups Gs

i . With the learned neighbour influ-
ence weights bjis, the neighbour group preference gs

ij is generated by aggregating the neighbour groups’ latent preference vec-
tors as defined in Eq. (10).
gs
ij ¼

X
gis2Gs

i

bjisgis ð10Þ
4.2.4. Multi-view group preference
The multi-view group preference representation is constructed by fusing the above different types of group preference

representation. Through a fusion function f m, the multi-view group preference is performed as follows (red color in Fig. 3):
gij ¼ f m gr
i ;g

m
ij ;g

s
ij

� �
ð11Þ
The fusion function f m can be some simple operations,e.g. element-wise vector addition gij ¼ ðgr
i þ gm

ij þ gs
ijÞ or concatenation

gT
ij ¼ gr

i
T ;gm

ij
T ;gs

ij
T

h iT
. In addition, some complex models can be adopted to integrate the multi-view group representation,

such as neural network based models. In this manuscript, we use the concatenation operation for multi-view feature fusion.
We leave the exploration of more complex operations in future work. The three types of group preference presentation
including the group latent preference gr

i , the user aggregation group preference gm
ij and the neighbour group preference

gs
ij, are fused to obtain the multi-view group preference representation gT

ij ¼ gr
i
T ;gm

ij
T ;gs

ij
T

h iT
.

4.3. Group-item interaction

With the multi-view representation of items and groups, the next step is to design the group-item interaction functions to
perform the prediction. As mentioned in previous work [17], NCF is more generalizable than the traditional matrix factor-
ization (MF) model and MF models can be generalized from NCF. Therefore, we adopt neural collaborative layers like NCF
to perform the prediction. We design three neural collaborative layers to act as the interaction functions and perform the
final group preference prediction. The network structure in the prediction layer follows a tower structure in which the bot-
tom layer is the widest and each successive layer has a smaller number of neurons. The output of one neural collaborative
layer acts as the input of the successive neural collaborative layer. The input of the first neural collaborative layer is the con-
catenation of the location-aware item embedding v and the multi-view group preference representation g. In each neural
collaborative layer, the hidden vector hl is generated as in Eq. (12).
hl ¼ /ðWT
l hl�1 þ blÞ ð12Þ
Wl and bl are the weight matrix and bias vector at the lth layer. /l is the activation function used at the lth neural collaborative
layer. ReLU is used as the activation function as it shows better performance. In the last neural collaborative layer, the hidden
vector hl is mapped to the prediction score as follows:
ŷij ¼ rðWThlÞ ð13Þ
W is the weight matrix and r is the sigmoid function. The input of the first neural collaborative layer is the concatenation of
the location-aware item embedding v and the multi-view group preference representation g. The prediction score ŷij denotes
the preference score of the group gi on the location v j.
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4.4. Model optimization

As the proposed method is an end-to-endmethod, the representation learning and the prediction part are jointly learning.
The objective is to minimize the overall loss function as defined in Eq. (14).
L ¼ ð1� kaÞLr þ kaLa þ kg
X
i

jjgijj2 þ kv
X
j

jjvjjj2 þ ku
X
k

jjukjj2 ð14Þ
It mainly consists of two parts. The first term Lr is the prediction loss and the second term La is the loss of the stacked denois-
ing autoencoder (SDAE) for location-aware item embedding. The parameter ka is to control the weight of SDAE. The remain-
ing terms are the regularization terms. kg ; kv ; ku are the regularization coefficients.

As we work on the implicit data and our task is Top-N recommendation, we adopt the weighted point-wise loss function
as the prediction loss as defined in Eq. (15). ŷij is the predicted preference score of the group gi for the item v j as obtained in
Eq. (13). wij is the confidence weight for each training instance and measures the confidence of the true rating y. A plausible
choice for wij would be wij ¼ 1þ ayij.
Lr ¼
X
ij

wijðyij � ŷijÞ2 ð15Þ
The second term La denotes the loss of the stacked denoising autoencoder (SDAE) for location-aware item embedding.
La ¼
XL

l¼1

X
j

jjXl
lj � X̂l

ljjj2 ð16Þ
The optimization is performed by using the Adam optimization method [20] in deep learning infrastructures. After the train-
ing process, we can obtain the learned latent representation fg;v;ug, attention weights fa;bg and model parameters
fW�;b�g.

Given a test group gt (an existing group or a new group), our proposed method can predict the group’s preference score ŷtj
for each location v j with the learned parameters. The top-N locations ranked on the predicted preference scores are the rec-
ommendation results. For a new group or a cold-start group, our method is able to model the group preferences by lever-
aging the user aggregation group preference and the neighbour group preference, and generate the recommendation
results.

5. Experiment

In this section, we conduct extensive experiments on two public datasets to answer the following four research questions.

� RQ1: How does our proposed method MGPL perform, in comparison with state-of-the-art methods?
� RQ2: How do the designed different components (i.e. the neighbour group representation and the location-aware embed-
ding) contribute to the performance of our proposed method?

� RQ3: How is the effectiveness of our method to overcome the cold-start problem?
� RQ4: How does the hyper-parameter (e.g. the control weight ka) affect the performance?

5.1. Dataset

Two real datasets are used for experimental evaluation, respectively Plancast [25] and Foursquare [15]. Plancast is an
event-based social network where an event consists of the event description, a group of participants, and the event venue.
Each event venue has its geographical coordinates. In Plancast, an event is treated as a group decision, the event participants
are seen as the group members and the event venue is the group’s selected venue. Foursquare is a location-based social net-
work, where users can record their footprints. As there is no explicit group information in Foursquare, we regard a set of
friends who check-in at the same venue within one hour time-difference as a group check-in, similar to previous work
[30,27]. Then, the set of friends become the group members and the checked-in venue is their selected location. For example,
assume that three users u1;u2;u3 are mutual friends (i.e., they form a clique in the social graph) and they checked-in a venue
v within a 1-h time difference. Then, a group event is formed in which u1;u2;u3 are the group members and v is the venue.

After forming the group events, we preprocess the two datasets by removing groups who have only a single member
(since these correspond to venue selections by individuals), and locations which have been visited only once, similar with
previous work [43]. The statistics for both datasets are shown in Table 1, including the number of groups, the number of
users and the number of venues, after the preprocessing process. There are 28077 groups, which come from a total of
38184 users, and 8574 venues in Plancast. In Foursquare, there are 6008 groups, 4150 users, and 952 venues. The average
group size in Plancast is 9.08 and the average group size for Foursquare is 2.12. Compared to location-based social networks
such as Foursquare, event-based social networks tend to have larger groups. And the average number of visited venues for a
group in Plancast and Foursquare is very small, respectively 1.06 for Plancast and 1.24 for Foursquare. The numbers indicate
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Table 1
Statistics (after preprocessing).

Dataset Plancast Foursquare

# of groups jGj 28077 6008
# of users jUj 38184 4150
# of venues jV j 8574 952
average group size 9.08 2.12
average # of a group’s check-in venues 1.06 1.24
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that existing groups have fewer check-in records and most groups are cold-start groups (Cold-start groups are groups which
have no or few records in training set). For both datasets, 15% of group events have been randomly marked off as the test set
and 5% of group events have been used for learning the optimal values of the model parameters. The remaining 80% of the
events are used as training data.

5.2. Experiment metrics

Two popular metrics are used to evaluate the quality of our model and its competitors, namely Precision@N and Recall@N
[26,43,2]. Precision@N is the number of correctly predicted locations divided by the total number N of recommendations
made. Recall@N is the ratio of recovered group events in the test set. Let Rg be the set of top-N recommendation items
and Tg is the test data for group g. Let Gtest be the set of test groups. We denote by Hg ¼ Rg \ Tg

�� �� the number of correctly
predicted locations with regard to group g (i.e., the number of successfully predicted locations). Then, Precision@N and
Recall@N are defined as:
Precision@N ¼
P

g2GtestHg

N � Gtestj j ; Recall@N ¼
P

g2GtestHgP
g2Gtest Tg

: ð17Þ
5.3. Compared methods

We compare our proposed method Multi-view Group Representation Learning model (MGPL) with the-state-of-art meth-
ods. The first class of competitors are score-based aggregation methods. For this class, the user-based collaborative filtering
method [1] is used to estimate individual preferences. Three representative approaches in this class are used as compared
methods: respectively AVE-CF, LM-CF and RD-CF [2]. The second class of competitors are some advanced models for group
recommendation, including COM [43], PIT [26], HBGG [27], AGR [7], SoAGREE [8], GAME [18], and CAGR [42]. COM and PIT
are probabilistic topic models. HBGG is a hierarchical Bayesian Geographical model which models the group mobility regions
for location-ware group recommendation. AGR, SoAGREE, GAME, and CAGR are deep learning methods for group
recommendation.

All compared methods are described in details as follows:

� AVE-CF [2]: User-based CF is used to estimate the preference scores of items for each user. Given a user group, the rec-
ommendation score for an item is derived by averaging the item’s preference scores by all group members.

� LM-CF [2]: Same as AVE-CF, but the recommendation score for an item is the smallest score given to the item by any
group member (least misery).

� RD-CF [2]: This is the method proposed in [2]. The group recommendation score is estimated by combining relevance and
disagreement in the group. Relevance of the item to the group is based on AVE-CF, while disagreement is the average pair-
wise difference of recommendation scores by group members.

� PIT [26]: This approach uses an Author-Topic model to learn individual preferences. Also, it models personal impacts dur-
ing the group decision and uses them to aggregate individual preferences.

� COM [43]: This method combines both topic-dependent group preferences and user personal preferences by using the
learned topic-dependent personal impacts within a specific group.

� AGR [7]: AGR is based on the neural collaborative filtering framework. The authors designed an attention network to learn
the dynamic aggregation weights of different group members and aggregated the group members’ preferences as one
component of the group preference representation.

� HBGG [27]: HBGG is one Hierarchical Bayesian Geographical model, which models group mobility regions and integrate
social influences into one-class collaborative filtering for location-aware group recommendation.

� SoAGREE [8]: This method is an extension of AGR, by developing another social based attention mechanism to incorporate
social influences from the social followee.

� GAME [18]: GAME proposes a method to learn the multi-view embeddings of users, items and groups from both the indi-
vidual view and the counterpart views.
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� GAGR [42]: This method proposes a centrality-aware group recommendation method, by combining one bipartite graph
embedding model, the attention mechanism, and graph convolutional networks.

� MGPL: This is our proposed multi-view group representation learning method for location-ware group recommendation
in Section 4. We compute the pair-wise group cosine similarity (between two group latent vectors) and collect the top-30
similar groups as neighbour groups in Section 4.2.3.

We used 5% of group events to learn the optimal parameter settings and report the results with the optimal setting in
Section 5.4. For PIT, the optimal setting is a ¼ 50=K; b ¼ 0:01 and c ¼ 0:01. For COM, we get the following optimal hyperpa-
rameter values: a ¼ 50=K; b ¼ g ¼ q ¼ 0:01. For HBGG, we have the optimal values kg ¼ 1; ku ¼ 0:01; kv ¼ 0:01 and ks ¼ 0:01
for social-based collaborative filtering. And we get a ¼ 50=K;g ¼ 10=R; b ¼ c ¼ x ¼ 0:01 for the group geographical topic
model. The optimal k value for controlling the group geographical topic model and social-based collaborative filtering is
k ¼ 0:8 for Plancast and k ¼ 0:7 for Foursquare. For AGR and SoAGREE, the dimension of the embedding layer and the first
hidden layer are set as 32 for both datasets. For GAME, the embedding size is 32 for both datasets. For CAGR, the embedding
size is 64 for both datasets. For our proposed method MGPL, the optimal size of the embedding layer, the hidden represen-
tation of SDAE and the first hidden layer of the first neural collaborative filtering layer are set as 50. The confidence weight
parameter a is set as the optimal value 0.2. The regularized coefficients are kg ¼ 0:01; kv ¼ 0:01; ku ¼ 0:01. The optimal value
ka for controlling the weight of the stacked denoising autoencoder loss is 0.7 for both datasets. And we apply Adam optimizer
[21] for all models, where the batch size, learning rate for deep learning methods, are searched in
½32;64;128;256�; ½0:001;0:005;0:01;0:05;0:1�.
5.4. Experimental results

5.4.1. Overall performance comparison (RQ1)
This section demonstrates the performance of our method MGPL, compared with the state-of-the-art methods. The per-

formance comparison results of our proposed method with the state-of-the-art methods at Precision@N and Recall@N for
Foursquare and Plancast are shown in Fig. 4. For both datasets, the low precision and recall values are due to data sparsity.
It has been noted in previous work [27,7,43] that recommendation on sparse datasets has relatively low precision and recall
values. The values we report here are consistent with this observation. We focus on comparing the relative performance of
the compared methods and the improvements of our method.

For the model-based methods, we report the best performances with the optimal parameters. Generally, model-based
methods perform better than memory-based methods. Our method MGPL outperforms all the compared methods for all
metrics on both datasets. In Foursquare, SoAGREE is the best competitor for all Precision and Recall metrics, expect Preci-
sion@5. The best competitor at Precision@5 is HBGG. The improvement at Precision@5 over the best competitor (HBGG)
is 7.98%, and the improvement at Recall@5 over the best competitor (SoAGREE) is 5.74%. The largest improvements are
15.17% at Precision@15 and 8.76% at Recall@15. In Plancast, the best competitor for all metrics is GAME. The improvements
over the best competitor GAME are respectively 8.11% in Precision@5 and 6.33% in Recall@5. The largest improvements are
11.69 % in Precision@15 and 11.21% in Recall@15. The results indicate that our multi-view representation learning frame-
work incorporating multi-view data for representation learning of group preferences and item properties actually improves
recommendation performance. To verify the significance of the performance improvements, the paired t-test is conducted.
The test result (p < 0.05) verify that the improvements are statistically significant.
5.4.2. Ablation studies (RQ2)
The superior performance of our proposed multi-view group presentation learning framework indicates the effectiveness

of the end-to-end deep learning based solution for group recommendation. To answer the research question 2, we perform
ablation studies to investigate the impacts of the two main components, especially the neighbour group representation and
the location-aware embedding. We have two variants of MGPL, respectively MGPL-neighbour and MGPL-geo. MGPL-
neighbour denotes the method integrating the neighbour group representation only without the location-aware item
embedding. MGPL-geo denotes the method integrating the location-aware item embedding only. The comparison results
of MGPL with the two variants are shown in Tables 2 and 3, respectively for Foursquare and Plancast.

We can see that MGPL outperforms the two variants for both datasets. It indicates that the neighbour group representa-
tion and the location-aware embedding are both beneficial for location-aware group recommendation. Integration of them
into our proposed method can further improve recommendation performance. In addition, we observe that the two variants
show different performance on different datasets. In Foursquare, MGPL-geo performs better than MGPL-neighbour. How-
ever, MGPL-neighbour outperforms MGPL-geo in Plancast. The differences might be due to the characteristics of the different
datasets. Foursquare is a location-based social networks where the spatial attributes play a vital role in user behaviors. The
spatial factor has more effects on group behaviors [28,15]. However, Plancast is an event-based social network in which col-
lective groups (neighbour groups) have more effects.
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Fig. 4. Precision@N and Recall@N for Foursquare and Plancast.

Table 2
Performance Comparison of Different Variants of MGPL for Foursquare (%).

Method Precision@5 Precision@10 Recall@5 Recall@10

MGPL 13.79 7.95 57.37 63.44
MGPL-neighbour 10.71 6.38 50.89 58.16
MGPL-geo 11.83 6.90 52.68 58.93
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5.4.3. Cold-start problem (RQ3)
The cold-start problem is very severe in group recommendation because most of groups are ad hoc groups which allows

the numerous possible combinations of users that can potentially form groups. In order to evaluate the ability to alleviate the
cold-start problem with the our proposed multi-view representation learning framework, we conduct the experiment to
evaluate the recommendation performance on cold-start groups. We define that cold-start groups are groups which have
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Table 3
Performance Comparison of Different Variants of MGPL for Plancast (%).

Method Precision@5 Precision@10 Recall@5 Recall@10

MGPL 7.80 5.03 37.23 49.02
MGPL-neighbour 7.25 4.87 36.23 47.52
MGPL-geo 6.76 4.27 34.23 46.02
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no or few records in training set. In our datasets, about 90.4% of the groups in the test set in Plancast and about 76.25% of the
groups in the test set in Foursquare are cold-start groups.

Table 4 represents the Precision@5 and Recall@5 performance of all competitors on cold-start groups for both datasets
(%). The bold line indicates the best results and the line with italic font represents the second best methods. In Foursquare,
we can see that our proposed method MGPL significantly outperforms all compared methods. The best competitor is HBGG
while the performance of SoAGREE on the cold-start groups drops remarkably. The improvements of our proposed method
MGPL over the best competitor HBGG in Foursquare are about 6.29% at Precision@5 and 3.35% at Recall@5 respectively while
the improvements of MGPL over SoAGREE are respectively 27.15% at Precision@5 and 23.70% at Recall@5. In Plancast, the
improvements of our proposed method MGPL over the best competitor GAME are about 10.26% at Precision@5 and 9.21%
at Recall@5 respectively. We observe that our method can have larger improvements on more sparse dataset Plancast.
The results indicate that our method MGPL is much more effective in handling cold-start groups in group recommendation,
in comparison with the state-of-the-art methods. The multi-view representation learning is beneficial to tackling the cold-
start problem because MGPL can have deep understanding and comprehensive representations of group preferences and
item characteristics by flexiblely integrating multiple complementary information.
5.4.4. Effects of ka (RQ4)
The parameter ka controls the weight of stacked denoising autoencoder (SDAE) in the optimization process, which might

have effects on the recommendation performance. Therefore, we perform experiments to investigate the effects of different
ka. The variation of ka is from 0 to 1, stepping with 0.1. Fig. 5 shows the recommendation performance at Precision@5 and
Recall@5 over different ka for the two datasets. We can observe that different ka actually has different recommendation per-
formance with the optimal ka at 0.7 for both datasets. When the parameter ka is 0 or 1, the performance is poor which
Table 4
Recommendation Performance for Cold-Start Groups (%).

Method Foursquare Plancast

Precision@5 Recall@5 Precision@5 Recall@5

MGPL 11.66 61.96 7.63 37.01
GAME 8.75 46.33 6.92 33.89
CAGR 9.32 50.12 6.24 32.09
SoAGREE 9.17 50.09 6.43 31.47
AGR 8.32 44.25 6.14 28.79
HBGG 10.97 59.95 3.86 18.86
COM 8.00 45.16 2.90 15.46
PIT 5.91 37.78 2.11 11.62
CF-AVE 1.28 8.21 0.81 4.30
CF-LM 0.23 1.46 0.13 1.31
CF-RD 1.47 9.34 0.88 4.38

Fig. 5. The effects of ka at Precision@N and Recall@N for Foursquare and Plancast.
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indicates the effectiveness of integrating both the rating loss and the loss of SDAE from the location-aware item embedding
in the optimization process.

6. Conclusions

In this manuscript, a multi-view group representation learning framework (MGPL) is proposed for location-aware group
recommendation. MGPL learns the group preference representation from multi-views by integrating the group members’
aggregation preferences and neighbour groups’ preferences. And the spatial attributes are exploited into the item represen-
tation learning and generate the location-aware item representation. The experimental evaluation on real datasets demon-
strate our method is superior to the state-of-the-art methods. And the effective recommendation performance demonstrates
MGPL can alleviate the influences of data sparsity and address the cold-start problem.

Currently, the fusion of multi-view group preferences utilizes the simple feature combination methods like the concate-
nation of feature vectors from different views. In the future, more complex models like multiple perception layers (MLP) or
self-attention network, can be adopted for multi-view feature fusion. And more advancedmodels will be explored for depict-
ing the group-item interactions. In addition, the temporal dynamics in group activities will be considered in future work.
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